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Self-Correction of LLMs o I
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OpenAl o1 X I

® OpenAl ol can
O recognize their mistakes
e - o refine their thinking process
o try different strategies
o ® One of the first product LLMs with
sgakiaens &I — self-correction capabilities

output

https://openai.com/index/introducing-openai-ol-preview
https://platform.openai.com/docs/guides/reasoning/how-reasoning-works
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Can LLMs Correct Their Own Mistakes? o I

Our Survey
(originally published in June, 2024)

e Detailed analysis of 40+ papers in
self-correction of LLMs

e \We conclude that self-correction
is still difficult for LLMs
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Our Survey OpenAl ol
(originally published in June, 2024) (released in September 2024)
e Detailed analysis of 40+ papers in e 01 refines its thinking process

® 01 significantly outperforms
GPT-40 on math, coding, science
qguestions, Kaggle, etc.

self-correction of LLMs
® We conclude that self-correction
is still difficult for LLMs
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e Detailed analysis of 40+ papers in e 01 refines its thinking process

® 01 significantly outperforms
GPT-40 on math, coding, science
qguestions, Kaggle, etc.

self-correction of LLMs
® We conclude that self-correction
is still difficult for LLMs

Was our survey wrong...?
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Can LLMs Correct Their Own Mistakes? @ I

Our Survey OpenAl ol
(originally published in June, 2024) (released in September 2024)
e Detailed analysis of 40+ papers in e 01 refines its thinking process

® 01 significantly outperforms
GPT-40 on math, coding, science
qguestions, Kaggle, etc.

self-correction of LLMs
® We conclude that self-correction
is still difficult for LLMs

Was our survey wrong...?

No!
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Can LLMs Correct Their Own Mistakes? '3 I

Our Survey OpenAl ol
(originally published in June, 2024) (released in September 2024)
e Detailed analysis of 40+ papers in e o1 refines its thinking process

® 01 significantly outperforms
GPT-40 on math, coding, science
qguestions, Kaggle, etc.

self-correction of LLMs
® We conclude that self-correction
is still difficult for LLMs

... if we do not do any training ... if we do large-scale reinforcement
designed for self-correction learning for self-correction
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Takeaways from Our Survey o I

Be careful about the settings of self-correction!

When Can LLMs Actually Correct Their Own Mistakes? A Critical Survey of Self-Correction of LLMs



Takeaways from Our Survey o I

Be careful about the settings of self-correction!

e Self-correction of LLMs has many hyperparameters in system design
o Using existing LLMs? Training specifically designed for self-correction?
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Be careful about the settings of self-correction!

e Self-correction of LLMs has many hyperparameters in system design
o Using existing LLMs? Training specifically designed for self-correction?
o Using external tools or information?

® Some specific tasks have favorable properties for self-correction
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Takeaways from Our Survey % I

Be careful about the settings of self-correction!

e Self-correction of LLMs has many hyperparameters in system design
o Using existing LLMs? Training specifically designed for self-correction?
o Using external tools or information?

® Some specific tasks have favorable properties for self-correction

Previous papers confuse different settings,
and they sometimes use different settings without explicitly differentiating them!

RQ Self-Refine Huang et al. RCI RCI CRITIC CRITIC RARR
(2023) (2024a) (2023, §3.1) (2023, §3.2) (2024, §4.2) (2024, §4.3) (2023)

RQ1 v X (83,5) v = X

RQ2 - - - v v v -

RQ3 - X (84) - v - v v




Overview o\ I

® Intrinsic Self-Correction

e Self-Correction with External Tools and/or Information

e Self-Correction with Additional Training
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® Intrinsic Self-Correction

e Self-Correction with External Tools and/or Information

e Self-Correction with Additional Training
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Intrinsic Self-Correction X I

e Using the same LLMs for initial responses and self-correction
o No external tools or information

e Do not train LLMs specifically for self-correction

Input
Y
LLM < Same Model
v
Response —~

-

Refinement':” Feedback
Model Model

\ Feedback 4/
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Intrinsic Self-Correction: Can LLMs Correct Their Own Mistakes? @ I

e Intrinsic Self-Correction often does not work and can degrade performance

Gou et al. (ICLR 2024) “CRITIC: Large Language Models Can Self-Correct with Tool-Interactive Critiquing”
Huang et al. (ICLR 2024) "Large Language Models Cannot Self-Correct Reasoning Yet"
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Intrinsic Self-Correction: Can LLMs Correct Their Own Mistakes? @ I

e Intrinsic Self-Correction often does not work and can degrade performance

Gou et al. (ICLR 2024) “CRITIC: Large Language Models Can Self-Correct with Tool-Interactive Critiquing”
Huang et al. (ICLR 2024) "Large Language Models Cannot Self-Correct Reasoning Yet"

® LLMs often cannot detect their own mistakes

Tyen et al. (ACL 2024 Findings) "LLMs cannot find reasoning errors, but can correct them given the error location"
Kamoi et al. (COLM 2024) "Evaluating LLMs at Detecting Errors in LLM Responses”
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Why There are Papers in Successful Intrinsic Self-Correction @ I

However, there are many papers proposing intrinsic self-correction frameworks

How did they enable intrinsic self-correction?
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Why There are Papers in Successful Intrinsic Self-Correction @ I

However, there are many papers proposing intrinsic self-correction frameworks

How did they enable intrinsic self-correction?

e Using the oracle labels (i.e., correct answer) — This is cheating!
o Some papers stop self-correction if the current answer is correct
o This setting ignores the fact that self-correction can degrade responses

Select this answer using correct label (cheating!)

v

Wrong Correct! Wrong
Self-Correction Self-Correction

... Therefore, : ... Therefore, 5 ... Therefore,

the answer is 22. the answer is 46. the answer is 68.



Why There are Papers in Successful Intrinsic Self-Correction @ I

However, there are many papers proposing intrinsic self-correction frameworks

How did they enable intrinsic self-correction?

e Using the oracle labels (i.e., correct answer) — This is cheating!
o Some papers stop self-correction if the current answer is correct
o This setting ignores the fact that self-correction can degrade responses

e Targeting tasks that are exceptionally suitable for self-correction
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Tasks Exceptionally Suitable for Self-Correction " I

Error detection is a bottleneck of self-correction,
so intrinsic self-correction is often possible if error detection is easy
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Tasks Exceptionally Suitable for Self-Correction " I

Error detection is a bottleneck of self-correction,
so intrinsic self-correction is often possible if error detection is easy

Decomposable Tasks C@
Name some politicians who were born in NY, New York. j

1. Baseline Resp

g Res po n Ses Ca n be Here are some politicians who were born in NY, New York:
. 1. Hillary Clinton - former secretary of state and former Democratic presidential nominee
d ecom p oSse d | nto 2. Donald Trump - former president of the United States
3. Michael Bloomberg - former Mayor of New York City and former Democratic presidential candidate
. ... <list continues..>
independent subparts -
e Detecting mistakes in each o Hillary Clinton was born in Chicago, llinois, United
- Where was Hillary Clinton born? States on October 26. 1947
. . \ ’ : J
Su b pa rtis Ofte N easler - Where was Donald Trump born? (' Donald Trump was born on June 14, 1946, in Queens, )
. New York City, New York, United States
- Where was Michael Bloomberg born? || <
4
) ) [ Michael Bloomberg was born on February 14, 1942, in
K <questions continue..> / | Boston, Massachusetts, United States. )

Dhuliawala et al. (ACL 2024 Findings) "Chain-of-Verification Reduces Hallucination in Large Language Models" 23



Tasks Exceptionally Suitable for Self-Correction " I

Error detection is a bottleneck of self-correction,
so intrinsic self-correction is often possible if error detection is easy

Input: 491013

Decomposable Tasks O i R -
| |
_ _ I_ _m e
® Responses can be decomposed into independent: 10-4=6 | 4+9=13 |
. . . . . eft 6913 (left: 101313
® Detecting mistakes in each subpart is often easier T~
ege 13-6=7 38 ..
Verifiable Tasks e 79)
® Responses can be evaluated by simple rules Biah e
e o

(e.g., Game of 24)
Yao et al. (NeurlPS 2024) "Tree of Thoughts: Deliberate Problem Solving with Large Language Models"
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Intrinsic Self-Correction: Summary R I

® Intrinsic Self-Correction is often difficult
o LLMs often cannot detect their own mistakes

When Can LLMs Actually Correct Their Own Mistakes? A Critical Survey of Self-Correction of LLMs

25



Intrinsic Self-Correction: Summary o I

® Intrinsic Self-Correction is often difficult
o LLMs often cannot detect their own mistakes

e Some studies use unrealistic settings when evaluating Intrinsic SC

® Some tasks are exceptionally suitable for Intrinsic Self-Correction
o If error detection is easy, self-correction is often possible
o But many real-world tasks do not have these properties
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26



Overview o\ I

® Intrinsic Self-Correction

e Self-Correction with External Tools and/or Information

e Self-Correction with Additional Training
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Self-Correction with External Tools or External Information 5 I

® \We observe that Intrinsic Self-Correction is difficult because LLMs often
cannot detect their own mistakes

e Can we improve self-correction if we use external tools or information?

Input
* 11’»,
LLM External Feedback

v Code Interpreters Web Search

/b Response w AV

4 ate fa
Refinement Feedback
Model Model

=

Feedback
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Self-Correction with External Tools o I

When tools that can detect mistakes in responses are available,
LLMs often can refine their own mistakes!
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Self-Correction with External Tools o I

When tools that can detect mistakes in responses are available,
LLMs often can refine their own mistakes!

Step 2: Code execution

Unit tests 8= t{ , Executor

Unit tests Executor

— Step 1: Code
@[ generation - .
= ¢ Feedback

Problem odo
Model Explanat;on

Chen et al. (ICLR 2024) "Teaching Large
Language Models to Self-Debug"

Step 3: Code explanation —>
)
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Self-Correction with External Tools o I

When tools that can detect mistakes in responses are available,
LLMs often can refine their own mistakes!

Step 2: Code execution
Unit tests &= T ! B Executor

Unit tests Executor
Step 1: Code
generation E -l

Feedback

Chen et al. (ICLR 2024) "Teaching Large

Code
Model Eprnanon

Stop 3 Code explanation : Language Models to Self-Debug"
Tasks Tools
Code Generation Compilers, Code Interpreters
Proof Generation Proof Assistant
Logical Reasoning Symbolic Solvers

Simulation Environment Responses from Environment



Self-Correction with External Information o I

When LLMs use additional information
during self-correction,
LLMs often can detect and refine
their own mistakes!
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Self-Correction with External Information

(} 4
o,
v I

[ Text generation model ]

When LLMs use additional information

dU rlng Self_corrECtlonl T.he.marathon w?rld r.ecord is Original model
. 2:01:39, set by Eliud Kipchoge
LLMs often can detect and refine of Kenya in 2018. output, X
their own mistakes! |
Research | Document
—V” | &Revision Corpus

e.g., Generate queries from initial responses 1\‘

Revised output,

The marathon world
record is 2:0%39 2:01:09,
set by Eliud Kipchoge of
Kenya in 2618 2022.

Attribution report, 4

[npr.org] 2022 ... Kipchoge shaved
30 seconds ... to finish in 2:01:09

[wikipedia.org] ... Kipchoge is a
Kenyan long-distance runner ...

|

Gao et al. (ACL 2023) "RARR: Researching and Revising
What Language Models Say, Using Language Models"
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Self-Correction with External Information

(} 4
o,
v I

[ Text generation model }

When LLMs use additional information

d u ri ng se |f‘CO rrectio n, The marathon world record is
. 2:01:39, set by Eliud Kipchoge
LLMs often can detect and refine of Kenya in 2018.

Original model
output, X

their own mistakes! *

Document

Research |
—V” | &Revision Corpus

e.g., Generate queries from initial responses 1\‘

Revised output,

The marathon world

d is 2:0%39 2:01:09,
o Web sSed I‘Ch :ct:%l;l I;ISiud Kipchoge of
e Database (e.g., Wikipedia)

Kenya in 2618 2022.

Attribution report, 4

[npr.org] 2022 ... Kipchoge shaved
30 seconds ... to finish in 2:01:09

' [wikipedia.org] ... Kipchoge is a
. Kenyan long-distance runner ..

Gao et al. (ACL 2023) “RARR: Researching and Revising
What Language Models Say, Using Language Models”
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® Intrinsic Self-Correction

e Self-Correction with External Tools and/or Information

e Self-Correction with Additional Training
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Self-Correction with Training @ I

We concluded that Intrinsic Self-Correction does not work in general tasks

Can we train LLMs for self-correction?
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We concluded that Intrinsic Self-Correction does not work in general tasks

Can we train LLMs for self-correction?

e Self-correction often works when good training data is available
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Self-Correction with Training @ I

We concluded that Intrinsic Self-Correction does not work in general tasks

Can we train LLMs for self-correction?

e Self-correction often works when good training data is available

® There are many methods trains LLMs with SFT or RL for self-correction

Paper Main Task Cross- SFT Initial Responses Feedback Generation Refinement
Model Tasks Model SFT Target Model SFT Target Size Model SFT Target
SelFee MT-Bench _ General ChatGPT ChatGPT 178K ChatGPT
(2023) enc Tasks Responses Feedback 8 Refinement
Volcano Visual _ General GPT-3.5-T, GPT-3.5-T 274K Reference
(2024) Reasoning Tasks Human Feedback Answers
Self-Critique Topic-based _ Target Human Human 100K : Human
(2022) Summarization Task Summaries ( Feedback Refinement
REFINER Math, Logic, Target GPT-3.5 _ T5-base thetic Dat 20K - GPT-3.5 _
(2024) Moral Stories v Task - S SpuhecDam  Gag i
Self-Edit Code P Target GPT-3 _ (Code Executor and Test Cases) PyCodeGPT Reference

(2023b) Generation Task 110M Code




Summary - I

Intrinsic self-correction often does not work
O LLMs often cannot detect and correct their own mistakes
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® Intrinsic self-correction often does not work
O LLMs often cannot detect and correct their own mistakes

e Specific tasks are suitable for self-correction (e.g., decomposable)
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® Intrinsic self-correction often does not work
O LLMs often cannot detect and correct their own mistakes

e Specific tasks are suitable for self-correction (e.g., decomposable)

e Self-correction is possible when there are good
external tools (e.g., coding) or information (e.g., closed book QA)
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® Intrinsic self-correction often does not work
O LLMs often cannot detect and correct their own mistakes

e Specific tasks are suitable for self-correction (e.g., decomposable)

e Self-correction is possible when there are good
external tools (e.g., coding) or information (e.g., closed book QA)

e Additional training designed for self-correction is a promising approach
o OpenAl ol is (probably) one of the successful models in this approach
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® Intrinsic self-correction often does not work
O LLMs often cannot detect and correct their own mistakes

e Specific tasks are suitable for self-correction (e.g., decomposable)

e Self-correction is possible when there are good
external tools (e.g., coding) or information (e.g., closed book QA)

e Additional training designed for self-correction is a promising approach
o OpenAl ol is (probably) one of the successful models in this approach

When comparing performance of self-correction frameworks,
be careful about the settings!
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Summary - I

® Intrinsic self-correction often does not work
O LLMs often cannot detect and correct their own mistakes

e Specific tasks are suitable for self-correction (e.g., decomposable)

e Self-correction is possible when there are good
external tools (e.g., coding) or information (e.g., closed book QA)

e Additional training designed for self-correction is a promising approach
o OpenAl ol is (probably) one of the successful models in this approach

When comparing performance of self-correction frameworks,
be careful about the settings!

Please reach out us for any questions!  Ryo Kamoi: ryokamoi@psu.edu
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